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For hardware, IC3 can be performed on the synthesized netlist (bit level) processing Technigues

using SAT solvers, or directly at the register-transfer level (word level) using a
variety of abstraction technigues and SMT solvers.
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= Data abstraction using word-level information helped avr solve more avr avr
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problems than any other solver, especially dominating Iin the industry
category.

= Word-level techniques require orders-of-magnitude fewer SMT solver calls Take-away PO | NS
compared to the number of SAT solver calls made by bit-level techniques.

= Fewer solver calls is justiied by strong word-level clause learning » Word-level model checking has good potential to offer better scalability by
performed by word-level techniques. taking advantage of high-level information.

= Using word-level techniques has the additional advantage of producing » Word-level technigues learn strong clauses by performing many fewer
concise and informative word-level inductive invariants which can be easily solver checks.
related to thg Verilog RTL de5|gn.. | | = Pre-processing techniques and optimizations at the bit level can be

= Pre-processing used by dprove Is helpful, suggesting that pre-processing adapted for word-level techniques for better scalability. W] ]
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